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Figure 1: View Management in 3D space. (a) Label placement has been constrained by 3D poles which originate from the center of the object.
To resolve occlusions, we move labels along the pole only. (b) Label placement has been constrained by a set of planes in 3D space. Labels are
allowed to move within a plane, which is fixed in 3D space. To avoid constant label motion, the label positions are frozen after creating the layout
for a viewpoint. The placement is updated only when the viewing angle to the plane grows larger than a threshold.

ABSTRACT

Annotations of objects in 3D environments are commonly con-
trolled using view management techniques. State-of-the-art view
management strategies for external labels operate in 2D image
space. This creates problems, because the 2D view of a 3D scene
changes over time, and temporal behavior of elements in a 3D scene
is not obvious in 2D image space. We propose managing the place-
ment of external labels in 3D object space instead. We use 3D geo-
metric constraints to achieve label placement that fulfills the desired
objectives (e.g., avoiding overlapping labels), but also behaves con-
sistently over time as the viewpoint changes. We propose two geo-
metric constraints: a 3D pole constraint, where labels move along
a 3D pole sticking out from the annotated object, and a plane con-
straint, where labels move in a dominant plane in the world. This
formulation is compatible with standard optimization approaches
for labeling, but overcomes the lack of temporal coherence.
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tual realities;

1 INTRODUCTION

Augmented Reality (AR) systems present information directly
within the real world environment. This allows to enrich a user’s
visual perception with a variety of annotations such as text, image
or even video data. However, naively placing annotations generally
leads to clutter and occlusion, impairing the effectiveness of AR
visualization (Figure 2(a)).

In order to resolve clutter and occlusion issues, so-called view
management techniques have been proposed [3]. These techniques
automatically place annotations either directly on the surface of the
object they refer to (using a so called internal label), or they place
annotations outside the object of interest and draw a 2D line to its
center (using a so called external label).

In traditional media, such as printed illustrations, an illustrator or
graphics designer generally decides on the appropriate label type.
The main factors influencing the selection are the available space,
personal preferences and intuition. In AR, the choice of label type
is also influenced by the registration error. Coelho et al. [5] demon-
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Figure 2: Problems of presenting external annotations. (a) Without view management different types of occlusions may appear. (I) Annotations
occluding each other. (II) Annotations occluding the object of interest. (III) Leader lines crossing each other. (b) When applying view management
techniques, occlusions can be resolved but camera movements may cause unpredictable reordering of labels. Rotating the camera causes the
labels marked with a red and blue arrow to change their order in y-direction.

strated that external labels are much less prone to disambiguation in
imperfect AR environments than internal labels. We agree with this
argument and focus in this paper on view management techniques
for external labels.

A number of different techniques have been proposed to con-
trol the placement of external labels. They have been successfully
applied to produce high quality layouts for desktop applications.
However, since all of the existing techniques operate in 2D image
space, they are prone to unpredictable changes over time. This hap-
pens because the distribution of the projected 3D points changes
during camera movements, which can force the view management
system to frequently re-order external in labels image space. With
increasing amount of label movement and re-ordering, the label mo-
tion becomes difficult to follow, and the resulting layout becomes
unstable over time.This is illustrated in Figure 2(b).

To overcome the problems of such floating labels, traditional
desktop applications often display external annotations only when
camera movement stops. However, in AR the camera is attached to
the user, and thus it is always in motion.

(a) (b)

Figure 3: Illustration of view management in 3D space. (a) External
labels occlude each other. (b) Instead of searching for an occlusion
free layout in 2D image space, we adjust 3D properties of the label’s
geometry (in this case the length of the pole) to resolve occlusions
between the annotations.

This paper contributes a new view management technique for
external labels in 3D space. Since frame incoherent placement of
labels is often caused by unpredictable changes of the projection of
3D points into the image space, we annotate the object of interest
in 3D object space using external 3D labels. During camera move-
ments, this strategy enables us to apply arbitrary 3D transforma-
tions not only to the 3D objects in the scene, but also to their labels.
Since labels follow object transformations, our approach allows to
better follow label movements over time.

To further support this objective, our view management approach
applies changes to the layout based on the 3D geometry of the label.
A 3D label consists of a 3D annotation, a 3D pole, and an anchor
point. We only allow adjustments to the length of the pole, while the
orientation of the pole is fixed in object space. Figure 3 illustrates
this strategy, which resembles a “hedgehog”. Its application to AR
is shown in Figure 1(a).

While this approach produces aesthetic and stable layouts, it may
stack labels which anchor points are located close to one another.
To resolve stacked label layouts, we introduce layout strategies op-
erating on a 3D object space approach. For example, Figure 1(b)
shows the result of a balanced label distribution, which has been
computed based on a set of planes in 3D space.

2 RELATED WORK

Annotated objects appeared in the context of illustrations more than
one hundred years ago [9]. However, the problem of placing labels
was first discussed by cartographers [12] in the 70’s. In the early
80’s, computer graphics researchers started to develop algorithms
that mimic manual label placement [1]. Automatic label placement
for interactive graphics is still an active topic of research [6].

Hartmann et al. [11] outlined that artists use either internal or
external labels in their illustrations. External labels present the in-
formation next to the object of interest, internal labels choose a po-
sition directly on the 3D object. Therefore, internal labels can be
considered to operate in 3D object space and thus do not suffer from
camera movements, if glued to the object of interest.

Algorithms for placing internal labels have been presented
across several disciplines of computer graphics research, such as
in volume visualization [17, 14], illustrative rendering [7, 15] and
AR [22, 3]. While internal labels support frame coherent render-
ings, they require a certain amount of space to entirely fit on the
object of interest [11]. Therefore, such approaches are usually lim-
ited to a rather small number of annotations. Coelho et al. [5]
demonstrated that internal labels become ambiguous in AR when
the registration error increases. This often makes them unsuitable
for comprehensible information presentation in AR.

Approaches for automatic external label placement exist as well.
In their the seminal work, Bell et al. [3] propose a system for ex-
ternal and internal label placement at run-time using empty space
management in screen space. Since this system does not consider
leader lines, it may suffer from crossing leader lines or leader lines
occluding annotations.

Hartmann et al. [10] propose an image space approach, which
evaluates a force field in every frame and updates the label layout
accordingly. Their implementation considers leader line crossings
and allows to align labels on non-rectangular shapes. This generates



high quality layouts in static scenes without camera motion. How-
ever, in dynamic situations the force field changes in every frame
which causes labels to constantly move and often jump.

To overcome this problem, Tatzgern et al. [21] proposed an im-
age space approach which freezes the layout as long as the camera
is in motion. However, since their system labels the object of inter-
est in image space, leader lines easily cross.

Frame coherent label placement has been discussed for internal
and external labels for the special case of cyclic animations [8].
However, since this approach is limited to a static camera position,
the technique does not support interactive AR applications.

Shibata et al. [19] demonstrate placement of labels in 3D. How-
ever, the view management approach operates in 2D image space.
In contrast, our approach is operating entirely in 3D object space.
Chigona et al. [4] is the approach closest to view management of
external labels in 3D object space. The authors show annotations
of the shadow of an object, which is projected to a single plane in
3D. This plane can be considered as an external 3D label. However,
the system is limited to the points of interest which cast a shadow
into this plane. Moreover, the extension of the shadow area restricts
the amount of labels which can be placed, which is similar to the
restrictions of internal labels.

In contrast to previous approaches, our system defines labels as
elements of the 3D scene. This allows more expressive view man-
agement techniques in 3D object space. Labels stay stable during
camera movement without imposing placement restrictions.

3 METHOD

Defining all elements of a label in 3D object space allows us to gen-
erate more predictable layout changes and thus less distracting label
motion during camera movements. Therefore, we build an external
label out of a 3D annotation, a 3D pole (leader line equivalent in
3D), and an anchor point. A 3D annotation can be a 3D or a 2D
object (text, image) projected onto a billboard (Figure 3(b)).

Our view management approach consists of an initialization
phase followed by an update phase. In the initialization phase, we
place a 3D label for each element which we want to annotate. For
each 3D label, we define the position of its anchor point, the orien-
tation and length of its pole as well as the orientation of its anno-
tation. After initializing all labels, we start updating the layout to
resolve occlusions and to maintain readability. Based on the read-
ability layout updates can be continuous or discrete.

3.1 Initializing the Layout
During initialization, we position each label in the 3d scene. The
behavior of a label and thus the appearance of the layout at run-
time depends on the design of a 3D label and the strategy to resolve
occlusions. In this section, we discuss design decisions, such as
where to place or in which direction to move a 3D label and which
constraints this implies.

Orientation of 3D Annotation. The most common 3D annota-
tion is a flat two-dimensional surface in 3D space, which is attached
to the pole on one side. This configuration allows to rotate the sur-
face around its pole only. While such 3D labels appear very natural,
they easily suffer from perspective distortion, making the informa-
tion unreadable from certain points of view. If the angle between
the view vector and the 3D pole is high, a rotation of the annotation
around the pole allows re-orienting the label so that its information
can be easily read. However, this is not possible if the angle be-
tween the pole and the view vector is small. Such a configuration
will cause the annotation to rotate almost around the user’s view
vector.

Since the orientation of the view vector can change arbitrarily
at run-time, we cannot guarantee a sufficiently large angle between
the view vector and a 3D pole. Therefore, we allow for uncon-
strained rotations of the annotation. Instead of attaching one side of

the annotation to the upper part of the pole, we attach the tip of the
pole to the center of the annotation. This allows to rotate the an-
notation around all three axis of its local coordinate system which
is placed in the center of the annotation. During initialization, we
orient annotations parallel to the screen.

Position of 3D Anchor Point. To easily link the annotation to
the 3D object, we have to place the anchor point of the label on the
3D object. The most unambiguous position is its center, which we
approximate using the center of its bounding sphere.

Length of 3D Pole. The pole has to be long enough so that
the projection of the annotation is not covering the 3D object of
interest. Yet we want the pole length to be minimized, so that an-
notated scenes are compact. Since we resolve occlusions after the
initialization phase, we can just ignore the length of the pole during
initialization by placing the annotation at its anchor point.

Orientation of 3D Pole. When placing an external label in 3D
space, the most natural orientation of the pole follows the direction
of the surface normal at its anchor point. However, as demonstrated
in Figure 4(a), this strategy easily suffers from crossing leader lines
after projecting to camera space. Notice the crossing between the
pole of the label of the engine and the one of the right door of the
car. As the camera rotates around the object, other leader lines cross
in image space.

In order to avoid crossing leader lines, we orient 3D poles using
the normalized vector which originates from the center of the ob-
ject’s bounding sphere and passes through the anchor point of the
3D label. This strategy is illustrated in Figure 4(b). Note that the
leader lines do not intersect anymore.

Figure 4: Normal vs. radial 3D pole orientation. (a) Orienting the pole
using the face normal at the anchor point results in crossing poles in
image space. (b) To avoid crossing poles, we orient 3D labels radially
from the center of the bounding sphere of the object, i.e., aligning
them with the vector pointing from the center of the bounding sphere
to the anchor point of the label.

3.2 Updating the Layout
After initializing labels, or after the camera has moved, occlusions
with other labels or scene objects may occur. Since finding the
optimal place for all labels has been proven to be NP-hard [16], we
formulate the problem of minimizing occlusions as a force-based
optimization problem. Our approach is inspired by the image space
approach of Hartmann et al. [10]. However, unlike Hartmann et al.,
we assume constrained motion in 3D space.

One Degree of Freedom. A simple constrained motion would
allow every annotation to slide along the pole direction (one de-
gree of freedom). Figure 5 demonstrates the result of this strategy.
Notice how occlusions have been resolved for the two annotations,
which have been marked with a red exclamation mark.

Three Degrees of Freedom. Resolving occlusions using a sin-
gle degree of freedom only produces a small amount of very pre-
dictable motion. However, this strategy tends to stack annotations
if poles have similar orientation in 3D space (see the upper image
in Figure 6). To generate more balanced layouts, we additionally
allow to move the annotation in the image plane (two additional



Figure 5: Resolving occlusions using one degree of freedom. To pro-
vide predictable movements, we allow moving the 3D label along the
pole only. The upper image suffers from two occluded annotations,
which we marked using a red exclamation mark. By extending the
length of the pole, the system is able to resolves the occlusions.

Figure 6: Resolving occlusions using three degrees of freedom.
Stacked annotations appear for labels with poles oriented at a sim-
ilar angle. Stacks have been marked in the upper image using red
exclamation marks. To resolve stacks, we allow moving an annota-
tion along the pole and within the X/Y plane of the annotations local
coordinate system.

degrees of freedom). However, to ensure that the pole is always
connected to the annotation, we limit the motion in the image plane
to the size of the annotation.

This strategy is illustrated in Figure 6. The label layout in the
upper image suffers from a number of stacked labels. For exam-
ple, the three annotations at the bottom (left gear, chassis and right
gear) form a stack in y-direction. To resolve this stack, our system
moves the annotation of the chassis in the image plane, until it fits
next to the gear. Since the orientation of the pole for the right gear
does not allow to place the annotation next to the gear, our system
cannot resolve this stack. While a perfectly balanced layout may re-
quire more freedom of movement, this approach generates reason-
ably good results with a limited amount of predictable movements
for a small set of stacked labels.

Plane-Based Occlusion Management. Our approach to stabi-
lize the layout avoids re-orientations of 3D poles. However, this
performs poorly, if many anchor points are in or close to a plane in
3D space. Such configurations lead to generate label poles inside
a narrow slab and result in layouts suffering from stacked annota-
tions, if rendered from a viewpoint perpendicular to these planes.

For example, most of the anchor points used to label the ship in

(a)

(b) (c)

(d)

Figure 7: Plane-based occlusion management. The anchor points
in this example have all been placed close to the x/y plane of the
model. (a) The center-based labeling approach, which uses a com-
mon center to orient labels, generates a clear layout if the camera is
oriented along the z-axis. (b) If the camera orientation is similar to
the x- or the y-axis, the layout suffers from heavily stacked annota-
tions. (c) Since our occlusion management approach is not able to
resolve heavy stacking, we group annotations into 3D planes. This
allows us to generate more balanced layout, while still providing sta-
ble layouts over time. In this example, we use three different planes,
one in the front, one in the middle and one for anchor points in the
back of the ship. (d) The plane-based label placement with planes
generated from viewing along the z-axis.

Figure 7(a) have been placed close to the x/y plane of the coordinate
system of the 3D CAD model. This causes most of the label poles
to lie in the close proximity of the x/y plane. When looking at
the object along the z-axis, the layout generated with our approach
seems adequate (see Figure 7(a)). However, if the viewing direction
becomes more similar to the x-axis, the 3D poles line up in image
space, causing the algorithm to stack annotations, which cannot be
resolved with the constraints we introduced.

To balance the layout, we have to relax our constraints. There-
fore we group all labels into a set of planes and we allow searching
for suitable positions for annotations within an entire plane. We ori-
ent the planes parallel to the view plane and we place them equidis-
tantly in the screen aligned bounding box of the object. Each la-
bel is then automatically assigned to the plane that is closest to its



anchor point. This allows us to apply any image-based view man-
agement approach from the current point of view. Specifically we
achieve balanced layouts using the spring embedding approach pro-
posed by Ali et al. [2]. The result can be seen in Figure 7(c) and
Figure 7(d). Both images have been rendered with the same group-
ings, but from different points of view using differently oriented
planes. Note that the stacking of annotations has been resolved.

This approach generates more balanced layouts. However, if oc-
clusions will be resolved in each frame, this approach introduces
frame inconsistencies which are similar to those resulting from a
force field approach in image space. Therefore, this approach is
best applied in combination with a discrete update strategy.

To reduce the amount of motion for plane-based occlusion man-
agement we freeze the layout after resolving occlusions, and we
update the annotations only if the angle between the view vector
and the normal of the annotation’s plane grows larger than a user-
defined threshold. This behavior is demonstrated in Figure 7(d).
The layout has been generated from the point of view in the upper
image of Figure 7(d). Both renderings in the lower part of Fig-
ure 7(d) use the same layout from a slightly offset point of view.

While, we freeze the position of an annotation within a plane,
we still update its orientations in every frame so that it always faces
the camera. This approach works well for sufficiently distant labels
within the plane, but it may cause occlusions with other annota-
tions if the layout algorithm places them close to each other. For
example, both Figure 8(b) and 8(c) use our plane-based occlusion
management approach. However, because the annotations in 8(c)
have been placed close to each other, occlusions between annota-
tions appear during camera movements. We can enforce a certain
spacing between annotations by adding a force to layout algorithm
which maintains the spacing. However, with an increasing amount
of annotations this approach pushes annotations further outwards.

Therefore, we support an additional discrete update strategy.
Since annotations cannot occlude each other if they lie in the same
plane, we also support freezing the orientation of annotations (Fig-
ure 8(c)). This allows us to avoid occlusions between annotations
which lie in the same plane, however, this strategy introduces per-
spective distortions of annotations. Therefore, it should be used
only if necessary and in combination with a small angle between
layout updates.

4 DISCUSSION

Figure 8 allows side-by-side comparison of center-based and plane-
based label placement. Figure 8(a) uses the center-based approach.
Even though we chose a rather spherical object, most anchor points
are placed on one side of the object, namely in the face. Therefore,
our center-based approach suffers from stacking of annotations and
rather long 3D poles. For this configuration, the plane-based ap-
proach creates more appealing results. However, plane-based label
placement requires to re-orient the label pole and thus should be
used only if necessary.

When deciding to use a plane-based layout, one has to take into
account that either occlusions between the labels occur, or perspec-
tive distortions of annotations. Occlusions occur, when only the
position is frozen, but the annotation is always aligned to the screen
(Figure 8(c)), perspective distortions appear when both position
and orientation are frozen and annotations are always plane-aligned
(Figure 8(d)). Since both approaches may impair the comprehensi-
bility of the visualization, center-based 3D label placement should
be considered if anchor points are well distributed around the object
of interest (Figure 8(e)).

Assuming that labels in different planes can be clearly distin-
guished using parallax effects, we can further use plane-based la-
bel placement to reduce the amount of label fighting by resolving
occlusions between labels only if they are grouped into the same
plane. To reduce clutter from conflicting labels in the other planes,

it may be sensible to allow for transparent labels.
To further enhance plane-based label layouts we can also use

other planes rather than those which are parallel to the current im-
age plane. This is particularly useful if there are dominant surfaces

(a)

(b)

(c)

(d)

(e)

Figure 8: Center-based versus Plane-based Label Placement. (a)
Center-based labeling causes unbalanced layouts for this configura-
tion. (b) This can be resolved using plane-based label placement.
(c) Plane-based label placement may suffer from occluding annota-
tions if annotation have been placed close to each other. (d) To avoid
such occlusions, plane-based label placement in combination with
freezing the orientation of annotations can be used. However, this
introduces perspective distortions and should be used with care. (e)
For this configuration, center-based label placement creates appeal-
ing results which neither suffer from occlusion nor from distortion.



of an object, such as a building facade. In such a case, we may want
to use labels that are not automatically rotated towards the viewer,
but rather remain in the plane of the main surface, and are also dis-
placed in this plane to avoid occlusions.

Because our approach operates in 3D space, annotations become
very large in image space depending on their distance to the viewing
plane. This reduces the amount of labels we can place. Therefore,
we allow to restrict the size of the projected annotation in image
space to an upper and lower boundary. If both thresholds are set
to the same value, labels have constant size in image space, which
allows us to apply any other information filter in 3D or 2D image
space ([20, 21]).

For concave objects our center-based hedgehog approach may
generate label poles which penetrate unrelated parts of the object
between the anchor point and the label’s annotation. To handle such
situations, we can decompose the object into a set of convex shapes,
for which we apply our approach separately. However, this may
cause heavy fighting between labels. Such situations can also be
handled by rendering labels after scene objects with disabled depth
test. In this case, a penetrating pole always appears in front of the
object. Since our plane-based approach allows to freely reposition
an annotation within the plane, we only have to compensate for
penetrating poles in our center-based hedgehog labeling approach.

5 IMPLEMENTATION

Our view management prototype runs in real time (30Hz) for all the
illustrations and scenarios presented in this paper with a 640x480
rendering resolution. We deployed our application prototype on
a PC running Windows 7, equipped with an Intel i7 CPU quad-
core 2.66GHz, 12 GB RAM and an Nvidia 780GTX graphics card.
The software was implemented in C++ using OpenSceneGraph1,
an open source scene graph library. The AR framework used in this
project uses KinFu, an open source implementation of the Kinect-
Fusion approach of Izadi et al. [13], which is available through the
Point Cloud Library [18]. KinFu was operated with a Microsoft
XBox360 Kinect depth sensor.

6 CONCLUSION AND FUTURE WORK

We propose to place external labels in 3D object space and use 3D
geometric constraints for achieving label placement. This approach
fulfills the desired objectives of layout algorithms (e.g., avoiding
overlapping labels), but also behaves consistently over time dur-
ing viewpoint changes. The two main geometric constraints are
a “hedgehog” constraint, where labels originate from a common
point and move along a 3D pole stuck into the annotated object,
and a plane constraint, where annotations move in a plane that is
either parallel to the viewing plane or user-defined in world space.

To the best of our knowledge, our system is the first which re-
solves occlusions in full 3D space at run-time. We believe that this
approach has great potential for future AR and VR applications,
which require annotations to be presented continuously over time.

2D view management techniques allow producing high quality
still images, but fail for fast and unpredictable camera movements.
We trade excessive layout updates for a certain amount of layout
distortion. However, if desired, we can continuously orient annota-
tions towards the camera, allowing a result which is visually equiv-
alent to previous state-of-the-art 2D view management technique
without their current restrictions.

While our current implementation allows to explore the basic
idea of view management in 3D space, a set of open issues remain
for future work. For example, we will address proper visualization
techniques to handle labels of concave objects as discussed before.
Moreover, while the current implementation of our plane-based ap-
proach requires the user to set the amount of planes at run-time we

1http://www.openscenegraph.org

plan to develop more advanced plane fitting techniques. Finally,
we plan to implement a proper user study to collect user feedback
about the configurations of our system depending on the shape of
the object, the amount of labels and the application area.
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